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Abstract

The Multivariate Hensel Lemma for local rings is usually proved as a consequence of
the Grothendieck version of Zariski’s Main Theorem, which is designed for a more general
situation that is a priori much more difficult. In this paper, we give a direct proof of the Mul-
tivariate Hensel Lemma for ultrametric fields, in the framework of constructive mathematics
and without using ZMT. In the framework of classical mathematics, our result entails the
Lemma for rank-one valued fields.
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2 Introduction

Introduction

This paper is written in Bishop’s style of constructive mathematics (Bishop 1967, Bishop and
Bridges 1985, Bridges and Richman 1987, Mines, Richman, and Ruitenburg 1988, Lombardi and
Quitté 2015, Yengui 2015, Lombardi and Quitté 2021).

It is a natural sequel to the articles Coste, Lombardi, and Roy 2001, Kuhlmann and Lombardi
2000, Kuhlmann, Lombardi, and Perdry 2003, Alonso García, Lombardi, and Perdry 2008 and, to
a lesser extent, Alonso García, Lombardi, and Neuwirth 2021, Coquand and Lombardi 2016a,b,
Lombardi and Mahboubi 2023.

Hensel’s lemma was introduced in mathematics in the context of Hensel’s work on p-adic
fields Qp. In his work, valued fields are in fact ultrametric fields, i.e. fields K given with a
nonarchimedean absolute value x 7→ |x|, K → R (see Section 2).

In 1930, Krull (1930) and Deuring (1931) introduced the notion of general valued fields,
where ultrametric fields correspond to rank-one valued fields. The general notion of valued
field was necessary to obtain Krull’s fundamental theorem stating that the integral closure of a
domain is the intersection of its overrings which are valuation domains.

The abstract notion of a henselian ultrametric field (an ultrametric field satisfying Hensel’s
Lemma) along with the henselisation of an ultrametric field were introduced by Ostrowski (1934)
in a seminal paper. He introduced the henselisation of (K, |.|) as the separable closure K̃ of K in
its completion K̂. See Roquette 2002 for more details on this topic. From a modern viewpoint,
Ostrowski was dealing with valued fields in the case of rank-one valuations.

At a first glance one could consider the Multivariate Hensel Lemma to be obvious for ultra-
metric fields, insofar as a zero of a Newton polynomial system can be calculated by Newton’s
method in a completion of the ultrametric field. However the fact that this zero of the Newton
polynomial system belongs to the valuation ring of the henselisation turns out to be difficult
to prove, even for the most simple discrete valuation rings. In fact, reference books in classical
mathematics for the theory of valuation domains, as Nagata 1962, Bourbaki 1972, and Engler
and Prestel 2005, do not pay any attention to the Multivariate Hensel Lemma, even in the
exercises.

In the fifties, the more general notion of henselian local ring was introduced by Azumaya
(1951) and Nagata (1953), becoming afterwards a very important tool in Algebraic Geometry. In
this framework, the Multivariate Hensel Lemma states that on a local ring, a Newton polynomial
system always has a zero with coordinates in the henselisation of the ring. The Multivariate
Hensel Lemma for local rings is usually proved as a consequence of the Grothendieck version of
Zariski’s Main Theorem (ZMT). This version of ZMT is designed for a more general situation
that is a priori much more difficult (for a constructive treatment, see Alonso García, Coquand,
and Lombardi 2014).

The aim of this paper is to give a direct constructive proof of the Multivariate Hensel Lemma
for ultrametric discrete fields, without using ZMT. In classical mathematics, this provides an
ad hoc proof of the Lemma for henselian rank-one valuations.

The plan is the following.
In the first section we introduce the general framework of the Multivariate Hensel Lemma

for local rings. We recall the notions of Newton polynomial system, étale polynomial system and
étale algebra. Then we present the constructive version of a structure theorem for strictly finite
étale algebras over discrete fields and the structure theorem for unramified finitely presented
algebras over discrete fields, as given in Lombardi and Quitté 2015, Theorems VI-1.7, VI-1.9
and Corollary VI-6.15.

In Section 2, we deal with ultrametric fields. Let (K, |·|) be an ultrametric field with a
nontrivial absolute value. We denote by K̃ the separable closure of K in its completion K̂, by
Ṽ = { x ∈ K̃ ; |x| ⩽ 1 } its “valuation ring”, and let m̃ = { x ∈ K̃ ; |x| < 1 }. Our crucial result is
the following theorem, where we compare the henselisation (KH, VH) constructed in Kuhlmann
and Lombardi 2000 to (K̃, Ṽ).
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Theorem 2.2.5 (two equivalent versions of the henselisation of an ultrametric discrete field).
Let (K, |·|) be an ultrametric discrete field. The henselisation (KH, VH) is isomorphic to (K̃, Ṽ).
More precisely, there exists a unique K-homomorphism KH → K̃ sending VH into Ṽ, and this
homomorphism is an isomorphism.

We have got that an arbitrary element of K̃ is precisely the image of an element γ in a field
K[ξ] ⊆ KH, where ξ is the special zero of a special polynomial.

Finally we prove our Multivariate Hensel Lemma.

Theorems 2.3.4 and 2.4.3 (Multivariate Hensel Lemma for an ultrametric discrete field).
Let (K, |·|) be an ultrametric discrete field and (f1, . . . , fn) a Newton polynomial system at (0)
over (V,m). This system admits a unique zero with coordinates in m̃. It admits also a unique
zero with coordinates in mVH.

1 Newton polynomial systems, étale algebras
Constructive terminology

In constructive mathematics, a local ring is defined as a ring where for all x, x or 1 − x is
invertible (with an explicit “or”).

The Jacobson radical of a ring A is the ideal Rad(A) = { x ∈ A ; 1 + xA ⊆ A× }.
For a local ring, the Jacobson radical is its unique maximal ideal, generally denoted by mA

or m. We shall simply say: the local ring (A,m).
A Heyting field is a nontrivial local ring whose Jacobson radical is 0. The residual field of a

nontrivial local ring (A,m) is the Heyting field A/m also denoted by A.
A discrete field is a nontrivial ring in which any element is zero or invertible. It is the same

thing as a Heyting field with a zero test.
The local ring is said to be residually discrete if its residual field is discrete. This amounts

to saying that we have explicitly the disjunction x ∈ A× or x ∈ mA for all x in A.
For local rings (A,mA) and (B,mB), a ring morphism φ : A → B is said to be local when

φ−1(B×) ⊆ A×. In this case we say that (B,mB) is an (A,mA)-algebra.

Hensel codes over local rings

A Hensel code over a local ring (A,m) is a pair (f, a) ∈ A[X]×A, where f is a monic polynomial,
f(a) ∈ m and f ′(a) ∈ A× (in other words a is a simple zero of f). In this case we say that f is
a Hensel polynomial or a Nagata polynomial.

A special polynomial is a polynomial h(X) = Xn − Xn−1 + ∑n−2
k=0 akXk with the ak’s ∈ m.

In this case (h, 1) is a Hensel code.
A Hensel zero for the Hensel code (f, a) in an (A,mA)-algebra (B,mB) is an element ξ ∈ B

such that φ⋆(f)(ξ) = 0 and ξ − φ(a) ∈ mB.
A local ring (A,m) is said to be henselian if any Hensel code has a Hensel zero α in (A,m).

In this case we say that the zero α of f is the lifting in A of the simple zero a of f in A. The
Hensel zero for the Hensel code (h, 1) of a special polynomial h is called the special zero of the
polynomial.

A Hensel zero for a Hensel code (f, a) is necessarily unique, regardless of the hypothesis that
f be monic: one writes

0 = f(α′) − f(α) = f ′(α)µ + bµ2 = µ · (f ′(α) + bµ) with b ∈ A, (+)

where µ = α′ − α ∈ m, and as f ′(α) + bµ ∈ A× we get µ = 0.
The completion of A for the m-adic topology, i.e. the projective limit of (A/mk)k∈N, is de-

noted by Â. We have a natural morphism φ : A → Â and we let m̂ := φ(m)Â. The morphism φ
is injective if and only if ⋂

k∈Nmk = 0. If (A,m) is a residually discrete local ring, (Â, m̂) is
a local ring and it is henselian. In fact, Newton’s method (as in Theorem 1.2.1) allows us to
compute a Hensel zero for any Hensel code.
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The henselisation of a local ring

The notion of henselisation of a local ring corresponds to the solution of the universal prob-
lem for the full subcategory of henselian local rings in the category of local rings and local
homomorphisms.

For a residually discrete local ring the paper Alonso García, Lombardi, and Perdry 2008
constructs this henselisation by iteratively adding formal Hensel zeroes for Hensel polynomials.
We denote by Ah the henselisation of (A,mA).

Our first result explains how to lift a simple residual zero of a not necessarily monic (viz.
not Hensel) polynomial on A to a henselian extension. It is stated for residually discrete local
rings in Alonso García, Lombardi, and Perdry 2008, Lemma 5.3 and Proposition 5.4. Here we
state it in the context of a local ring (A,mA), a polynomial f ∈ A[X] and a local morphism
from (A,mA) to a henselian local ring (B,mB).

Lemma 1.0.1 (Hervé’s trick). Let (A,mA) be a local ring, φ : A → B a local morphism
with (B,mB) henselian, and f(X) = ∑n

k=0 akXk ∈ A[X] with a0 ∈ mA and a1 ∈ A×. The
polynomial f has a zero γ in a0B ⊆ mB, with f ′(γ) invertible in B. It is the unique zero of f
in mB. In particular, if (A,mA) is henselian, f admits a zero in a0 · A ⊆ mA, and it is the
unique zero of f in mA.

Proof. We define the special polynomial

g(X) = Xn − Xn−1 + a0 ·
( ∑n

j=2(−1)jajaj−2
0 a−j

1 Xn−j
)

= Xn − Xn−1 + a0ℓ(X) with ℓ(X) ∈ A[X].

The following equality is correct in A[X, 1/X]

a0g(X) = Xnf

(−a0a−1
1

X

)
. (∗)

Let δ = 1 + α (where α ∈ mB) be the special zero of the special polynomial g. Then δ ∈ B×.
Let γ = −a0a−1

1
δ = −a0(a1δ)−1 ∈ mB. Applying (∗) we see that a0g(δ) = δnf(γ), so f(γ) = 0.

Moreover f ′(γ) ∈ B× because f ′(0) ∈ A× and γ ∈ mB.
Uniqueness is already proved, see (+).

Remark 1.0.2. In the case of a residually discrete local ring (A,mA) with henselisation Ah, the
element δ in the previous proof appears in the construction of the henselisation Ah as an element
of

Ag := S−1A[x], where A[x] = A[X]/⟨g⟩ and S =
{

s(x) ∈ A[x] ; s(1) ∈ A× }
.

The ring Ag is a residually discrete local ring, faithfully flat over A, and Rad(Ag) = mAg. So δ is
the image of x ∈ A[x] in Ag via the localisation morphism. As the canonical morphism A → Ag

is injective, we can identify A with a subring of Ag. These rings Ag are the elementary building
blocks in the construction of the henselisation of the residually discrete local ring (A,mA) given
in Alonso García, Lombardi, and Perdry 2008.

1.1 Newton polynomial system in a local ring

Given (A,m) a local ring, a Newton polynomial system (or Hensel polynomial system) at
the point (a) = (a1, . . . , an) ∈ An is given by a polynomial system (f) = (f1, . . . , fn) in
A[X1, . . . , Xn]n when (a) is an approximate simple zero in the following sense:

• the fj(a) are in m;

• the Jacobian matrix of the system is invertible at (a) modulo m.
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The second condition amounts to saying that the Jacobian determinant Jac(a) is invertible
in A modulo m.1

The Multivariate Hensel Lemma says that a Newton polynomial system at (a) on a local
ring (A,m) has a zero (ξ) with coordinates in the henselisation Ah with ξj −aj ∈ mAh for each j.

By definition, a Hensel code is a one-variable Newton polynomial system.
We remark here that Lafon (1963) and the Stacks Project, Section 15.11, give the Multivari-

ate Hensel Lemma in a slightly hidden form for henselian pairs (see e.g. implication (5) ⇒ (2)
in Lemma 15.11.6 in the Stacks Project), but they use ZMT for their proof.

Uniqueness of the Hensel zero

Lemma 1.1.1. Let (A,m) be a local ring and (f) = (f1, . . . , fn) a Newton polynomial system
at (a) ∈ An. If (α) and (γ) are Hensel zeroes at (a) for this system, then (α) = (γ).

Proof. Let J(X) be the Jacobian matrix of the system. Write (γ) = (α)+(δ) with the δi’s in m.
We see (f(α)) = (fi(α))i∈J1..nK, (f(γ)), and (δ) as column vectors. Taylor’s formula in several
variables for polynomials yields an equality

(f(γ)) = (f(α)) + J(α)(δ) + M(δ),

where M is a square matrix with coefficients in the ideal ⟨δ⟩ and (f(γ)) = (f(α)) = (0). So
(In + J(α)−1M)(δ) = (0), and (δ) = (0).

The image of a Newton polynomial system by a local morphism is a Newton polynomial
system. The uniqueness of a zero (if it exists) in an (A,m)-algebra is proved in the same way.

1.2 Newton’s method

The following theorem describes the so-called quadratic Newton method in a purely algebraic
context.

This result holds true also for a general ideal a of any ring A (instead of mA for a local ring),
as explained in Lombardi and Quitté (2015, Theorem III-10.3). In many cases it is relevant to
consider the ideal a generated by the fi(a)’s.

Theorem 1.2.1 (quadratic Newton method).
Let (A,m) be a local ring and (f) = (f1, . . . , fn) a Newton polynomial system in A[X1, . . . , Xn]
at (a) = (a1, . . . , an) ∈ An. We denote by J(ξ) the Jacobian matrix of (f) at (ξ). Let U be an
inverse of J(a) modulo m. We define sequences (a(m))m⩾0 in An and (U (m))m⩾0 in Mn(A) by
the following iteration:

a(0) = a, a(m+1) = a(m) − U (m) · f(a(m)),
U (0) = U, U (m+1) = U (m)

(
2In − J(a(m+1))U (m)

)
.

Then for each integer m we get the following congruences:

a(m+1) ≡ a(m) and U (m+1) ≡ U (m) mod m2m
,

f(a(m)) ≡ 0 and U (m) J(a(m)) ≡ In mod m2m
.

This theorem says that if we have a Newton polynomial system (f) = (f1, . . . , fn) in
A[X1, . . . , Xn] with (a) an approximate simple zero in the local ring (A,m), we can find a
much better approximate simple zero (a(m)) of (f), with a(m) ≡ a mod m (m > 1).

We shall use the following terminology in constructive mathematics: a local ring (A,m) is
said to be quasi-noetherian if A is a coherent strongly discrete ring, m is a finitely generated

1Note that because (A,m) is a local ring, invertibility and invertibility modulo m coincide.
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ideal, and ⋂
n∈Nmn = 0.2 In this context, each mn is a coherent strongly discrete A-module and

the natural morphism A → Â is injective. This happens in the following case: A = B1+mB ,
where B is a finitely presented algebra over Z or over a discrete field, mB is a finitely generated
ideal, and mA = mBA.3

Applying Newton’s method in two contexts, namely, to a quasi-noetherian local ring and to
the valuation ring of an ultrametric discrete field, we can get what we call “two weak forms of
the Multivariate Hensel Lemma”, where the coordinates of the zeroes of the polynomial system
are not asserted to be in the henselisation of the ring:

Corollary 1.2.2 (Multivariate Hensel Lemma, first weak form).
Let (K, |·|) be an ultrametric discrete field 4 and (f1, . . . , fn) a polynomial system as in Theo-
rem 1.2.1, with A = V = { x ∈ K ; |x| ⩽ 1 } and m = { x ∈ K ; |x| < 1 }. Then the system has
a unique zero (ξ) = (ξ1, . . . , ξn) with coordinates in K̂ satisfying ξi − ai ∈ m̂ for i = 1, . . . , n.

Corollary 1.2.3 (Multivariate Hensel Lemma, second weak form).
Let (A,m) be a quasi-noetherian local ring and (f1, . . . , fn) a polynomial system as in Theo-
rem 1.2.1. Then the system has a unique zero (ξ) = (ξ1, . . . , ξn) with coordinates in Â satisfying
ξi − ai ∈ mÂ for i = 1, . . . , n.

1.3 Étale algebras

The context of Newton’s method can be generalised and formalised under the name of basic
étale algebra.

Definition 1.3.1 (étale polynomial system, étale A-algebra).
Let A be a commutative ring.

1. Let (f) = (f1, . . . , fn) be a system of n polynomials in A[X1, . . . , Xn] and B = A[X]/⟨f⟩.
The A-algebra B = A[x1, . . . , xn] is said to be basic étale for the presentation (f) if the
Jacobian matrix J(x) of the system (f) is invertible in B. In this case we say that the
polynomial system (f1, . . . , fn) is an étale polynomial system.

2. A finitely presented A-algebra C = A[X1, . . . , Xm]/⟨g1, . . . , gs⟩ is said to be étale if we
know comaximal elements (ui)i∈I in C such that each A-algebra C[1/ui] is basic étale for
a convenient presentation (fi) = (fi,1, . . . , fi,ni).

The notion of étale algebra, introduced by Grothendieck, is a fundamental concept of com-
mutative algebra. One result of that theory asserts that any étale algebra is basic étale for a
convenient presentation.

Let us remark that a finite product of étale algebras is étale and a localisation C[1/s] of an
étale algebra C is étale. In particular the trivial algebra is étale.

Lemma 1.3.2. It is always possible to replace a Newton polynomial system ((f1, . . . , fn), (0))
over a local ring (A,m) with a basic étale Newton polynomial system ((f1, . . . , fn+1), (0, 0)), i.e.
with a Newton polynomial system over (A,m) which is a basic étale polynomial system over A.
Moreover, the new polynomial system leaves the notion of Hensel zero unchanged.

Proof. We denote by Jac(X) the Jacobian determinant, we add an indeterminate Xn+1 and
the polynomial fn+1 := (1 + Xn+1)Jac(0)−1Jac(X) − 1. We have fn+1(0, 0) = 0. The new
polynomial system has its Jacobian determinant Jac1(x, xn+1) invertible in the new quotient
A-algebra, and a Hensel zero (ξ) of the first system with coordinates in an A-algebra gives the
Hensel zero (ξ, η) for the new Newton polynomial system with (1 + η)Jac(0)−1Jac(ξ) = 1, i.e.
η = Jac(0)Jac(ξ)−1 − 1.

2In some constructive proofs, it will be important that, for any x ̸= 0, the integer k such that x ∈ mk \ mk+1

be known.
3A quasi-noetherian local pair is said to be noetherian if the ring A is noetherian. We shall not use this notion.
4See Section 2.
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This elementary manipulation gives some properties (of the coordinates) of the zero. For
example, as a consequence of Theorem 1.3.5, if (A,m) is an integral local ring with K = Frac A,
the coordinates of the Hensel zero of a Newton polynomial system over (A,m) in a K-algebra
are always separable over K.

Structure of étale algebras over a discrete field

Let K be a discrete field and K′ a field extension which is a finitely generated K-vector space.
We say in this case that K′ is a finite algebraic extension of K.

More generally a K-algebra C which is a finitely generated K-vector space is said to be finite
over K. The elements of C are algebraic over K, but perhaps we don’t know the dimension of C
as K-vector space. If C is generated by n elements as K-vector space, we write [C : K] ⩽ n.
If C contains m K-linearly independent elements, we write [C : K] ⩾ m. Finally C is said to
be strictly finite over K when the dimension of C as K-vector space is known, and we write
[C : K] = n. In this case,

• we know how to compute the minimal polynomial over K of each element of C;

• any intermediate finite K-algebra D is strictly finite over K;

• if moreover D is a field, C is strictly finite over D and we get the usual formula [C : K] =
[C : D][D : K].

Definition 1.3.3 (strictly étale algebras over a discrete field).
Let K be a discrete field. A strictly finite K-algebra B is strictly étale if the trace form
ϕ(x, y) = TrB/K(xy) : B × B → K is nondegenerate, i.e. letting φ(x) := ϕ(x, •), the K-linear
map φ defines an isomorphism from the K-vector space B onto its dual.5

We state a first structure theorem for strictly étale K-algebras. A constructive proof is given
in Lombardi and Quitté 2015, Theorems VI-1.7 and VI-1.9. It shows in particular that strictly
étale algebras over a discrete field are strictly finite étale algebras. Moreover Theorem 1.3.5 will
show that étale algebras over a discrete field are strictly étale algebras.

Note that this constructive Theorem 1.3.4 is more precise than its classical counterpart, and
the constructive proof is rather subtle. In fact, the hypotheses are given in a form that allows
to obtain an algorithm for the conclusions.

Theorem 1.3.4 (primitive element theorem). Let K be a discrete field and B a strictly finite
K-algebra.

1. The following are equivalent.

(a) B is strictly étale.
(b) B is generated by elements which are separable over K.
(c) All elements of B are separable over K.
(d) B is isomorphic to a finite product of K-algebras K[X]/⟨hi⟩ with separable monic

polynomials hi.

In particular, strictly étale K-algebras are étale.

2. When B is a discrete field or K is infinite, the properties of Item 1 are equivalent to:

(e) B is isomorphic to a K-algebra K[ζ] = K[Z]/⟨g⟩, where g is a separable monic
polynomial in K[Z].

5These definitions may be generalised to algebras over an arbitrary commutative ring (Lombardi and Quitté
2015, Theorem VI-5.5).
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In the last case, if g is factorised as g = g1 · · · gr, we have a canonical isomorphism B ≃∏r
j=1 K[Z]/⟨gj⟩.

An A-algebra B is said to be unramified (or neat) if it is finitely presented and its module
of (Kähler) differentials reduces to zero. The B-module of differentials is isomorphic to the
cokernel of the transpose of the Jacobian matrix (seen in B). In other words, the module of
differentials reduces to zero if and only if the transpose of the Jacobian matrix is surjective. It
is clear that an étale algebra over an arbitrary commutative ring is unramified.

The following important theorem provides a strengthening of Theorem 1.3.4. Concerning
the notion of simple isolated zero in this theorem, see the constructive approach in Lombardi
and Quitté 2015, Section IX-4.

Theorem 1.3.5 (unramified algebra over a discrete field).
Over a discrete field K any unramified K-algebra is strictly finite, étale, strictly étale. In partic-
ular, for an étale polynomial system, all zeroes of the corresponding variety in an algebraically
closed overfield are isolated, simple, and with coordinates separable over K.

A constructive proof is in Lombardi and Quitté 2015, Corollary VI-6.15. In the second
French edition Lombardi and Quitté 2021, a more elementary constructive proof is given at the
end of Section VI-6.

We now give a more precise description of the situation.

Description 1.3.6 (étale polynomial system over a discrete field, precisions).
Let (f) = (f1, . . . , fn) be an étale polynomial system in K[X1, . . . , Xn] over an infinite discrete
field K6 and let

D = K[X]
/〈

f
〉

= K[x1, . . . , xn]

be the quotient K-algebra.

• We can construct a primitive element ζ of D. Its minimal polynomial g over K is separable,
so D = K[z] ≃ K[Z]/⟨g(Z)⟩. So we have polynomials qi ∈ K[Z] such that xi = qi(z) in D.

• A zero (α) = (α1, . . . , αn) of the polynomial system in a K-algebra C gives a K-morphism
φ : D → K[α] ⊆ C satisfying φ(x) = (α). The algebra K[α] is then isomorphic to a
quotient of D. If K[α] is connected and nontrivial, it is a discrete field, for it is zero-
dimensional reduced (Lombardi and Quitté 2015, Fact IV-8.8).

• In the following we assume K[α] to be connected and nontrivial.

• If we know a factorisation of g as a product of r irreducible polynomials gj over K,
then D ≃ L1 ×· · ·×Lr with Lj ≃ D/⟨gj(z)⟩, and we get a corresponding fundamental
system of orthogonal idempotents (e1(z), . . . , er(z)) in D.7 And K[α] is isomorphic
to one of the discrete fields Lj via φ, with φ(ej(z)) = 1.

• Otherwise if L is a separable extension of K and g is completely factorised over L,
the quotient algebra seen over L, i.e. L ⊗K D ≃ L[Z]/⟨g(Z)⟩, is isomorphic to Ld,
where d = deg(g). So the polynomial system has exactly d zeroes with coordinates
in L. If we embed L ⊆ Ksep ⊆ Kac we get in this way all the zeroes with coordinates
in Kac.8

What is going on in the more general situation where we don’t know a factorisation of g
over K? This case is not very different from the preceding one. Indeed, if at a certain step we

6When K is finite, or more generally when we don’t know whether it is infinite, slight modifications are to be
introduced in this description, using Item 1.(d) of Theorem 1.3.4. A valued field with a nontrivial valuation is
always infinite.

7The ideal ⟨gj(z)⟩ is generated by the idempotent 1 − ej(z). The case r = 0 remains possible. An étale
polynomial system may be impossible.

8Here Ksep and Kac are respectively a separable and an algebraic closure of K.
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have found an idempotent e ̸= 0, 1 in D,9 it is equal to 1 or 0 in K[α] and we can replace D with
D[1

e ] or D[ 1
1−e ] (this amounts to replacing g with a strict divisor). The new algebra remains

strictly étale. All previous computations remain valid, and the new version of g is better. The
possible improvements of this type are bounded in number by deg(g). In consequence most of
the concrete results obtained when we assume that we know a factorisation of g remain valid
without this hypothesis. We are here at the heart of the dynamical method in algebra.

2 The case of ultrametric discrete fields

2.1 The henselisation of a valued discrete field

Valued discrete fields

First we recall the constructive definition of a valued discrete field (K, V) as in Kuhlmann and
Lombardi 2000 or Coste, Lombardi, and Roy 2001:

• K is a discrete field;

• V is a subring of K;

• for all x ∈ K× we have x or 1/x ∈ V;

• divisibility in V is explicit.10

In this case V is an integrally closed residually discrete local ring.
This definition is equivalent in classical mathematics to the usual one. We have added

decidability hypotheses in order to facilitate computations.

Definition 2.1.1 (henselisation of a valued discrete field).
Let (K, V) be a valued discrete field.

• An extension of (K, V) is a valued discrete field (L, W) together with a homomorphism
ϕ : K → L such that V = K ∩ ϕ−1(W).

• A henselisation of (K, V) is an extension which is a henselian valued discrete field (KH, VH)
and such that the corresponding homomorphism ϕH : K → KH factorises in a unique way
through every extension of (K, V) which is a henselian valued discrete field.

Being the solution of a universal problem, a henselisation of a valued discrete field is unique
up to unique isomorphism.

Kuhlmann and Lombardi (2000) construct the henselisation of a valued discrete field (K, V),
denoted by (KH, VH). It is obtained by adding successively Hensel zeroes of Hensel polynomials.

In fact, given a Nagata polynomial f = Xn + an−1Xn−1 + · · · + a0 in V[X], the authors
describe explicitly an extension (K[α], Vα) of (K, V) for which the image of f in K[α][X] has
a henselian zero α, and such that the extension map K → K[α] factorises in a unique way
every extension of (K, V) to (L, W) for which the image of f in L[X] has a henselian zero.
Furthermore, the residue field and the value group of (K[α], Vα) are canonically isomorphic to
the residue field and the value group of (K, V), respectively. This explicit construction is based
on the study of the Newton polygon of f . Note that we do not assume to know whether the
base field contains a special zero of f . So, the finite extension K[α] which is constructed is a
discrete field but it is not necessarily a strictly finite extension of K. The construction of the
henselisation of a valued discrete field is very similar in its rigid but hesitating character to the

9This happens each time an element ̸= 0 of D is not invertible, i.e. when its minimal polynomial has degree
> 1 and its constant coefficient is zero.

10This means that for x, y ∈ V we have a test for the existence of a z ∈ V such that yz = x. This amounts to
saying that V is a detachable subring of K. This is always true in classical mathematics by the Law of Excluded
Middle.
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construction of the real closure of discrete ordered field, which works even when we are not able
to decide whether an arbitrary polynomial has a zero in the base field (compare Lombardi and
Roy 1991, Section 3.2, proof of Proposition 1).
Remark 2.1.2. We point out that, even though the construction of the henselisation of a valued
field given in Kuhlmann and Lombardi (2000) is similar to the construction of the henselisation
of a local ring, the tools used in the two cases are different. In fact, the first one takes entirely
place in the framework of valued discrete fields and is a priori less general than the construction
in the framework of residually discrete local rings given in Alonso García, Lombardi, and Perdry
2008. So, a priori we should use two distinct notations for these two henselisations, namely
Vh (henselisation as local ring) and VH (valuation ring of the henselisation of the valued field).
Although the nonobvious fact that they coincide seems to be accepted, we have not found a
proof in the literature (but see Alonso García, Lombardi, and Neuwirth 2024).

2.2 Ultrametric fields

In the book Mines, Richman, and Ruitenburg 1988, the theory of absolute values is treated
constructively using the following definition which is the usual one in classical mathematics for
fields with an absolute value.11

Definition 2.2.1 (field with an absolute value, ultrametric field).

1. An absolute value over a ring K is a function K → R⩾0, x 7→ |x| satisfying the following
properties.

• |x| = 0 if and only if x = 0;
• |x| > 0 if and only if x is invertible;
• |xy| = |x||y|;
• |x + y| ⩽ |x| + |y|.

One says that (K, |·|) is a field with an absolute value.12

2. The absolute value is said to be ultrametric if |x + y| ⩽ sup(|x|, |y|) for all x, y.13 In this
case we speak of an ultrametric field. Note that if |x| < |y| then |x + y| = |y|.

3. An ultrametric absolute value defines a “valuation domain” V:
V := { x ∈ K ; |x| ⩽ 1 } , with
V× := { x ∈ K ; |x| = 1 } and
m := Rad(V) = { x ∈ K ; |x| < 1 } .

4. Two nontrivial ultrametric absolute values on K defining the same valuation domain are
said to be equivalent, and each is a positive power of the other (see Mines, Richman, and
Ruitenburg 1988, Theorem XII-1.2).

5. The distance d(x, y) = |x−y| makes K a metric space, whose completion is denoted by K̂.
The absolute value extends uniquely to K̂, and (K̂, |·|) is also an ultrametric field14. The
completions of V and m are denoted by V̂ and m̂. The image of K× in (R>0, ×) is the
value group of (K, |·|).

11In fact, they start with a Heyting field K, but the two definitions are clearly equivalent. In classical mathe-
matics one starts also usually with K a discrete field.

12The book Mines, Richman, and Ruitenburg 1988 uses “valued field”, as very often in the English literature,
but this is in conflict with our terminology for general valued discrete fields, which follows Krull and Bourbaki.

13Note that from a constructive viewpoint, z = sup(x, y) is well defined for real numbers, but it cannot be
proved that z = x or z = y with an explicit “or”.

14In the archimedean case, (K̂, |·|) is also a field with an absolute value.
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A field with an absolute value K is a nontrivial local ring whose Jacobson radical is reduced
to 0, i.e. a Heyting field.15

The definition does not require K to be a discrete field. In general the completion K̂ is not
discrete even when K is discrete.
Remark 2.2.2. In Item 4 we have put “valuation domain” in quotation marks because V needs
not, from the constructive viewpoint, be a local ring, nor discrete, nor residually discrete.

Let us consider an ultrametric field (K, |·|).
The Heyting field K is discrete if and only if for all x ∈ K we have the disjunction

“|x| = 0 or |x| > 0”. This amounts to saying that V is an integral domain.
The pair (K, V) is a valued discrete field in the constructive meaning if moreover the dis-

junction “|x| = 1 or |x| < 1 or |x| > 1” is valid for all x ∈ K.
This amounts to saying that V is an integral residually discrete local ring. In this case we

say that (K, |·|) is an ultrametric discrete field.

Translation in terms of valuations

Let us consider the map ℓ : (R⩾0, ×) → (R∪ {+∞} , +) defined by ℓ(r) = − log(r) for r ̸= 0 and
by ℓ(0) = +∞; endow R ∪ {+∞} with the topology that makes ℓ a homeomorphism. For an
ultrametric field we define the valuation v : K → (R ∪ {+∞} , +) by v(x) = ℓ(|x|). We simply
translate the properties of (x 7→ |x|, K → R⩾0) into properties of v, reversing the order relation,
replacing multiplication with addition and sup with inf. This gives the following properties:

• v(x) = ∞ if and only if x = 0;

• v(x) ̸= ∞ if and only if x is invertible;

• v(xy) = v(x) + v(y);

• v(x + y) ⩾ inf(v(x), v(y)), with equality if v(x) ̸= v(y);

• v(x) ⩾ 0 if and only if x ∈ V;

• v(x) > 0 if and only if x ∈ m.

When replacing the absolute value with an equivalent absolute value, the valuation v is
simply multiplied by a constant r > 0.

For an ultrametric discrete field, K and the residual ring V/m are discrete fields, the subgroup
{ |x| ; x ∈ K× } is a discrete multiplicative subgroup ∆ of R⩾0, Γ = { v(x) ; x ∈ K× } is a discrete
additive subgroup of (R, +), and the union Γ∪{+∞} is a disjoint union: the topology is discrete.

In this case, we have the following useful result, also valid for general valued discrete fields:

• if ∑n
i=1 xi = 0, with the xi’s not all zero, the infimum of the v(xi)’s is attained at least for

two distinct i.

Three basic examples

In constructive mathematics we define a discrete valuation ring (a DVR in short) as an integral
domain V (with field of fractions K) in which we give an element π ̸= 0 (called a regular
parameter) such that each element of V∗ is written as a = uπk with u ∈ V× and k ∈ N. This
makes (K, V) a valued discrete field with valuation v(a) = k. Letting

∣∣uπk
∣∣ = e−k for a fixed

real number e > 0, (K, |·|) is an ultrametric discrete field.
Three basic examples are now given. In Examples 2 and 3, the absolute value is not in R⩾0

but in a submonoid of (K, ×) isomorphic to the closure of { 1/2n ; n ∈ N } in R⩾0.
15The ring K is not necessarily a discrete field. So we have given the definition for a ring K. This avoids to

recall first the definition of a Heyting field.
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1. Here K = Q, the standard p-adic absolute value is |r|p = p−k if r = m
n pk with m and

n ∈ Z coprime with p. The corresponding discrete valuation ring is V = Z1+pZ (the ring Z
localised at the prime ⟨p⟩) with Rad V = pV, the regular parameter is p, and the residual
field is Fp.

2. Here K = Q(t), the standard t-adic absolute value is |r|t = t−k if r = m
n tk with m, n ∈ Q[t],

m(0) and n(0) ̸= 0 in Q. The corresponding discrete valuation ring is V = (Q[t])1+tQ[t]
(the ring Q[t] localised at the prime ⟨t⟩) with Rad V = tV, the regular parameter is t, and
the residual field is Q.

3. Here K = Fp(t), the standard t-adic absolute value is |r|t = t−k if r = m
n tk

with m, n ∈ Fp[t], m(0) and n(0) ̸= 0 in Fp. The corresponding discrete valuation ring
is V = (Fp[t])1+tFp[t] (the ring Fp[t] localised at the prime ⟨t⟩) with Rad V = tV, the
regular parameter is t, and the residual field is Fp.

In the second example, the field Q may be replaced with an arbitrary discrete field (as in
the third example).

2.3 The Multivariate Hensel Lemma for ultrametric discrete fields

A crucial result in Mines, Richman, and Ruitenburg 1988 and a simpler proof

Notation 2.3.1. Let (K, |·|) be an ultrametric field with a nontrivial absolute value.16 We let

• K̃ be the separable closure of K in its completion K̂,
• Ṽ = { x ∈ K̃ ; |x| ⩽ 1 } be its “valuation ring”, and
• m̃ = { x ∈ K̃ ; |x| < 1 }.

Mines, Richman, and Ruitenburg (1988) prove that for an ultrametric discrete field (K, |·|),
(K̃, Ṽ) is a henselian valued discrete field with the usual meaning (any Hensel polynomial has
a Hensel zero).

The proof of this result is rather complicated because Mines, Richman, and Ruitenburg
(1988) prove general results concerning the nondiscrete case. Therefore we consider appropriate
to include here a simpler proof of the result, which is provided by the following two lemmas.

Lemma 2.3.2. Let (K, |·|) be an ultrametric discrete field.

1. Then (K̂, |·|) is an ultrametric field, V̂ is a local ring with Jacobson radical m̂, and the
residual ring V̂/m̂ is isomorphic to V/m (it is a discrete field).

2. The local ring (V̂, m̂) is henselian. More generally any Newton polynomial system
(f1, . . . , fn) ∈ V̂[X]n at (a1, . . . , an) ∈ V̂n has a zero (ξ1, . . . , ξn) with ξk ∈ ak + m̂
(k ∈ J1..nK).

Proof. The first item is easy. So K̂ is a Heyting field, a fortiori a local ring. The second item is
Corollary 1.2.2, a consequence of Newton’s method explained in Theorem 1.2.1.

Lemma 2.3.3. The elements of K̃ form a discrete subring of K̂ and (K̃, |·|) is a henselian
ultrametric discrete field.

Proof. The fact that K̃ is a subring is classical. Let us now consider an element ξ ∈ K̂ annihilat-
ing a separable polynomial f ∈ K[X]. We let K[x] = K[X]/⟨f⟩. We have a K-algebra morphism
φ : K[x] → K[ξ] satisfying φ(x) = ξ. As K[ξ] is connected (it is a subring of the local ring K̂), it
is a discrete field as quotient of a strictly étale K-algebra: a connected zero-dimensional reduced
ring is a discrete field (Lombardi and Quitté 2015, Fact IV-8.8). So K̃ is a discrete field.

16I.e. there exists an x such that |x| ≠ 0, 1.
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Multivariate Hensel Lemma (Ostrowski version)

Theorem 2.3.4 (Multivariate Hensel Lemma for an ultrametric discrete field, Ostrowski ver-
sion). Let (K, |·|) be an ultrametric discrete field and (f1, . . . , fn) a Newton polynomial system
at (0) over (K, V). This system admits a unique zero with coordinates in m̃.

Proof. We assume that the Newton polynomial system is étale (Lemma 1.3.2). Newton’s method
constructs a zero (α) with coordinates in m̂ ⊆ K̂ (Corollary 1.2.2). We let D = K[x1, . . . , xn] =
K[X1, . . . , Xn]/⟨f1, . . . , fn⟩ be the quotient K-algebra of the polynomial system. It is strictly
finite, strictly étale (see Theorem 1.3.5). We have the natural morphism of K-algebras φ : D →
K[α] ⊆ K̂, where (α) is the Hensel zero of the polynomial system (φ(xi) = αi for each i).
So the αi’s are separable over K. By Theorem 1.3.4, for each i, αi ∈ K̃ and v(αi) > 0: the
coordinates of (α) are in m̃.

2.4 The isomorphism between two variations on henselisation

First we recall a variant in the Hensel-Newton style of Hensel’s Lemma for univariate polynomials
(Lang 2002, Proposition XII-7.6). It works for all henselian valued discrete fields.

Lemma 2.4.1 (Hensel-Newton Lemma for valued discrete fields).
Let (K, V) be a valued discrete field. We let v : K → Γ ∪ { +∞ } be the associated valuation.
Let F (x) = ∑n

k=0 akxk ∈ V[x] with a1 ̸= 0 and v(a0) > 2v(a1).

1. The polynomial F has a zero in a0
a1

· VH ⊆ a1 · mVH, and it is the unique zero of F in
a1 · mVH.

2. In particular if (K, V) is henselian, F has a zero ξ ∈ a0
a1

· V ⊆ a1 · m, and it is the unique
zero of F in a1 · m.

Proof. Let us consider the polynomial

f(x) = 1
a2

1
F (a1x) = a0

a2
1

+ X +
∑n

k=2
akak−2

1 Xk.

The hypotheses of Hervé’s trick (Lemma 1.0.1) are satisfied, so the polynomial f has a zero ζ ∈
a0
a2

1
· VH ⊆ mVH, and it is the unique zero of f in mVH. This yields the zero ξ = a1ζ of F in the

ideal a0
a1

· VH ⊆ a1 · mVH, and it is the unique zero of F in a1 · mVH.

Rereading the proof of Lemma 1.0.1, we see that the computation shows that ζ is in the
image of an initial stage of the construction of the henselisation Vh, obtained by adding the
special zero of a special polynomial, but ζ itself is not necessarily a Hensel zero of a Hensel code.
Moreover v(ζ) > 0.

Theorem 2.4.2 (two equivalent versions of the henselisation of an ultrametric discrete field).
Let (K, |·|) be an ultrametric discrete field.

1. The henselisation (KH, VH) of (K, V) constructed as in Kuhlmann and Lombardi 2000 is
isomorphic to (K̃, Ṽ).

More precisely,

1. there exists a unique K-homomorphism KH → K̃ sending VH into Ṽ, and this homomor-
phism is an isomorphism;

2. the natural morphism Vh → Ṽ is onto (so that the morphism VH → Ṽ is an isomorphism).
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Proof. Since (K̃, Ṽ) is a henselian valued discrete field extension of (K, V), we have a unique
(K, V)-morphism φ : (KH, VH) → (K̃, Ṽ). It is injective because KH is a discrete field and K̃
is not trivial. We have to show that φ is surjective.

It is sufficient to prove that φ(Vh) = Ṽ, i.e. Item 2.17

We call v the valuation of K̂. Let us consider an element ξ ∈ Ṽ: ξ ∈ K̂, v(ξ) ⩾ 0, and
f(ξ) = 0 for a polynomial f ∈ V[X] which is separable in K[X]. In particular f ′(ξ) ̸= 0, i.e.
v(f ′(ξ)) < +∞.

Since ξ ∈ K̂ we know arbitrarily precise approximations of ξ in K, i.e. written as
a = ξ + ζ ∈ K with v(ζ) ⩾ 0 arbitrarily large. Since v(ξ) ⩾ 0, we have v(a) ⩾ 0.

For such an a we consider the polynomial Fa(X) = f(−X + a) ∈ V[X]. The coefficient
c0 = Fa(0) = f(a) is an arbitrarily precise approximation of f(ξ) = 0, i.e. v(c0) is arbitrarily
large. The coefficient c1 = F ′

a(0) = f ′(a) is an arbitrarily precise approximation of f ′(ξ), so
for v(ζ) sufficiently large v(c1) = v(f ′(a)) = v(f ′(ξ)) < +∞. For v(ζ) sufficiently large we get
v(c0) > 2v(c1). Lemma 2.4.1 says that Fa has a zero α ∈ c0

c1
· VH ⊆ c1 · mVH.

The image of α in K̃ is equal to ζ, for these are two Hensel zeroes in K̃ for the same Hensel
code (Fa, 0). So the image of a − α ∈ Vh is a − ζ = ξ. Moreover, as explained just after
Lemma 2.4.1, ξ is also in the range of the natural morphism Vh → Ṽ.

So we have got that any element of K̃ is precisely the image of an element γ belonging to a
field K[ξ] ⊆ KH, where ξ is the special zero of a special polynomial. Since KH ≃ K̃, this implies
that any element of KH can be obtained as an element at the first stage of some construction
of KH. This result was not clear a priori in Kuhlmann and Lombardi 2000 (but there the valued
discrete field is arbitrary).

Multivariate Hensel Lemma

Now we get the desired result.

Theorem 2.4.3 (Multivariate Hensel Lemma for an ultrametric discrete field).
Let (K, |·|) be an ultrametric discrete field and (f1, . . . , fn) a Newton polynomial system at (0)
over (K, V). This system admits a unique zero with coordinates in mVH.

Proof. This follows from Theorem 2.3.4 because we have proved (Theorem 2.4.2) that Ṽ is
canonically isomorphic to VH. The elements in VH that correspond to the αi’s give the Hensel
zero of the polynomial system with coordinates in mVH.

Note that according to Description 1.3.6, since the K-algebra K[α] is connected nontrivial,
K[α] is a discrete field isomorphic to a quotient of D, but it seems that there is no general
algorithm for determining the dimension of K[α] as K-vector space.

————————–

Final remark. Note that many classical texts using variants of Multivariate Hensel Lemma as
e.g. Fisher (1997) and Smart (1998) give the solution under the form of zeroes with coordinates
in some completion of the local ring, and not in the henselisation of the local ring.
The papers Kuhlmann (2011) and Priess-Crampe and Ribenboim (2000) give a nonalgorithmic
solution by using the notion of spherically complete field. Their proofs are very difficult to
interpret constructively.
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